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1 Overview

Empirical Methods in AI gives researchers and practitioners a good introduction to exploratory data

analysis (EDA), hypothesis testing, computer-intensive methods, and statistical techniques based on linear

regression. The book motivates readers to use statistical techniques, which are explained through a large

number of detailed examples. The basic ideas and the formulas one should use are explained, but the

technical details were left to appendices and to other books. The practitioner will �nd cookbook-style

procedures that can be easily understood and utilized, but mathematically inclined readers will not �nd

any proofs of correctness nor a concise formal speci�cation of the assumptions required to justify correctness

of the procedures.

Cohen (1991) surveyed the Eighth National Conference on Arti�cial Intelligence (AAAI-90) and con-

cluded that the methodologies used are incomplete with respect to the goals of designing and analyzing

AI systems. Tichy, Lukowicz, Prechelt & Heinz (1995) showed in a very large study of over 400 articles

that research papers in Computer Science are rarely validated with experimental results. More recently,

and perhaps more appropriate for readers of this journal, Prechelt (1996) showed that the situation is not

better in the neural network literature. Out of 190 articles published in well-known journals dedicated

to neural networks, 29% did not employ even a single realistic or real learning problem. Only 8% of the

articles presented results for more than one problem using real world data.

While Prechelt (1996) only looked at whether comparisons were done, Cohen went a step further and

described how to design good experiments. He wrote that \books like this one encourage well-designed

experiments, which, if one isn't careful, can be utterly vacuous. This is a danger, not an inevitability.

Knowing the danger, we can avoid it" (p. 103).

As the title of the book implies, examples from Arti�cial Intelligence are used throughout the book. The

common urn and coin-ip examples from introductory Probability and Statistics textbooks were replaced

by AI planners, expert systems, message understanding systems, and natural language problems. We see

1



the Knowledge-is-power hypothesis, Allen Newell's ideas about the knowledge level, and a description of

the SOAR architecture. While these examples give the feeling of a familiar territory to those with broad

interests in AI, they might intimidate some readers who are not familiar with the systems and concepts

used. Even within the AI domain, the choice of examples is very Cohen-centric: many examples are based

on work done by the author or by his students. The approach of using many di�erent and lesser known

AI examples forced the author to write many pages of details that are not necessarily relevant to the main

topic of the book, thus making the text less desirable at the undergraduate level.

My recommendation is to leisurely read this book for the good motivation and the very intuitive

explanations it gives to the statistical tests and procedures. Cohen wanted to write a book that was easy

and accessible, so that there could be no excuse for bad methods. The book is very easy to read and it

can help researchers unfamiliar with Statistics to identify the appropriate tools for their speci�c needs.

However, while Cohen's book is easy to read, many assumptions are spread throughout the text and subtle

problems are never mentioned. Readers interested in deeper understanding of the statistical procedures

and the underlying assumptions required for their validity will need to read more formal texts.

2 Contents and Comments

The book is organized into nine chapters. Chapters 1-3 deal with experimental design and exploratory data

analysis; hypothesis testing is left to Chapter 4. Computer intensive methods are described in Chapter 5.

Chapters 6 and 7 deal with assessing performance and explaining it using analysis of variance. Chapter 8

deals with modeling, linear regression, and causality. Chapter 9 concludes with tactics for generalizing.

The author gave three reasons for writing this book:

1. Computer Science has no curriculum in experimental research methods as other sciences do.

2. Systems are increasingly embedded, complex, and sophisticated; we thus need powerful research

methods.

3. It is time to revise some classical views of empirical AI. We can no longer predict how a system will

behave by looking at its code.

Although these reasons are important, they could be addressed by adding Statistics courses to the cur-

riculum of AI students and increasing awareness of the importance of statistical methods. Cohen prefers

to tailor the methods to AI, which does provide some advantages. He provides a diskette with statistical

software called CLASP (Common Lisp Analytical Statistical Package) for $20, and an instructor's manual

with homework and viewfoils.

The �rst two chapters stress the importance of exploratory data analysis (EDA) and the di�erence

between EDA and hypothesis testing. EDA \�nds things in haystacks, whereas statistical hypothesis

testing puts them under a microscope and tells us whether they are needles and whether they are sharp"

(p. 8). While the explanations are nice and intuitive, sometimes they lack a mathematical de�nition. For

example, on page 5 we see the de�nitions for basic statistical terms, such as mean, median, mode, and
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skew. Readers unfamiliar with \skew" will have an intuitive understanding of what it is, but they will not

see the formal mathematical de�nition.

In the preface, Cohen wrote that \the book assumes nothing about the reader, the mathematical

material is light and it is developed from �rst principles." In Chapter 4 (Hypothesis testing and estimation),

however, the author uses the term degrees of freedom (p. 125) with a single comment that the \number [is]

closely related to sample size."

The variance is described as \the sum of squared distances between each datum and the mean, divided

by the sample size minus one" (p. 26). The assumptions under which this statement holds are omitted;

interested reader must search for them in other books. This speci�c estimator for the variance is unbiased

for a random sample only if the mean is unknown and estimated from the sample. If, for example, the mean

is known, one should divide by the sample size (and not the sample size minus one) to get an unbiased

estimation of the variance. In fact, even if this was an accurate description, users would bene�t from

mentioning the probabilistic de�nition of variance and then mentioning the problem of estimating it from

data. Later on (p. 127), the variance of the di�erence of two means is given as �
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with the

comment that \It is interesting to consider why the variance of the di�erences is the sum of the individual

variances." Indeed, very interesting (and false) unless the samples are independent.

Cohen has strong opinions on many topics. For example, we learn that \Ceiling e�ects and oor e�ects

are due to poorly chosen test problems" (p. 81). Does this imply that machine learning researchers should

not tackle problems where induction algorithms can achieve prediction accuracy close to 100%? There

may be real-world domains where each error is extremely costly. Being able to improve from 99% to 99.5%

means reducing the error (and cost) by half. Even though there is a ceiling e�ect, this does not mean that

the problem is \poorly chosen."

Cohen chose to demonstrate the ceiling e�ect through the 1R algorithm by Holte (1993). The 1R

algorithm by Holte is a simple induction algorithm that builds a decision rule based on a single feature.

The error rate of 1R on sixteen datasets from the UCI repository (Murphy & Aha 1995) was 19.82% while

that of C4.5 was 14.07%. Holte wrote that the di�erence was \only" 5.7%, which he thought was surprising.

(I personally think that the relative error rate, 40% worse than C4.5, is the more important measure and

the di�erence is very signi�cant.) Both text and the tables mistakenly show the comparison between C4.5

and 1R* instead of 1R. There is a big di�erence between 1R and 1R*: 1R* is not an induction algorithm

but a lower bound on the error of 1R. Holte himself wrote that \1R* is a rather optimistic upper bound

[on accuracy]." Cohen does not mention this crucial point.

In the description of Efron's Bootstrap, Cohen wrote: \Bootstrap sampling distributions can be cal-

culated for any statistic, and they assume nothing about the population, except that the sample is rep-

resentative of the population" (p. 153). The term representative is unde�ned here and hides a lot more

than more readers might suspect. Try to compute the probability of getting a duplicate set of measure-

ments in the sample and you will get an extremely high estimate. Try to use the Bootstrap to estimate

the accuracy of a classi�er and you'll realize that things are not so simple. That is the reason the .632

bootstrap was conceived (Efron 1983), while it is totally ignored in the book. The .632 estimator is not

perfect either (as no estimator can be). Recent experiments comparing it to cross-validation (Kohavi 1995)

generated yet another bootstrap estimator that attempts to correct some aws in the .632 bootstrap (Efron

& Tibshirani 1995).
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When describing cross-validation, the author wrote that the induction algorithm must be run on each

fold separately (the memory must be cleared in his terminology) \to get k independent estimates of the

e�ect of training" (p. 217). This is simply not true. The estimates are highly correlated as (1 � 1=k) of

the data is shared between folds.

Overall, I found many of the high-level explanations very good and intuitive. I believe that the many

numerical examples might be useful when one tries to implement some of the tests in a program, or when

one runs some statisical tests based on existing software (possibly the software provided by Cohen). I

have given some examples of problems related to the lack of formal de�nitions and clear statements of

the assumptions. There is a tradeo� between making a book accessible to a wide audience and making

it precise and formal; in some cases, I personally would have liked slightly more formalism. I hope the

examples mentioned here will allow you to gauge the formal level of this book and thus aid in determining

whether you should read it.
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