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Abstract

We present a general strategy for shape-based image

retrieval which considers similarity modulo a given
transformation group G. The shape content of an
image is summarized by recording what geometric
primitives, such as line segments and circular arcs,
�t where in the image. Geometric hashing is used
to compute a set of primitive features which are in-
variant under a G-transformation of the image. Our
search engine is feature-based in the sense that sim-
ilarity is determined by looping over the features
in the query and asking: Which database images
have features that are close to a given query feature?
The most similar database images are ones that have
many features which are close to query features. We
apply our approach to an example database of 500
chinese character bitmaps.

1 Introduction

The function of a content-based image retrieval sys-
tem [Niblack et al., 1993, Guibas and Tomasi, 1996]

is typically to �nd database images that look sim-
ilar to a given query image or drawing. Database
and query images are usually summarized by their
color, shape, and texture content. Here we use the
term images in a very broad sense that includes any
type of graphical information. Examples of images
include color or grayscale pixel images, technical
drawings of aircraft parts, architectural drawings,
line art, and �gures produced with standard draw-
ing programs.

In this paper, we focus on shape-based image re-

trieval. We consider the shape content of an image
to be a set of planar curves that help identify the im-
age. A set of curves which summarize an image will
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be called an illustration of that image. For exam-
ple, we might perform edgel dectection and linking
to obtain an illustration of a grayscale pixel image.
Of course, the database image itself may already be
an illustration. This is the case for an image which
is a technical drawing. The shape index of an image
is derived from an illustration of that image.

This paper presents a general strategy for shape-
based image retrieval in which the similarity of im-
ages is considered with respect to some given trans-
formation group. Accounting for transformations is
necessary to handle illustrations which are produced
froma variety of sources. Such illustrations are likely
to be expressed in coordinate systems with di�erent
units for scale and position. If we want to retrieve a
portrait image from its landscape version, then our
notion of similaritymust also account for di�erences
in orientation. If the illustrations are extracted from
imaged objects, then allowing for a projective trans-
formation in judging similarity is important.

There are several di�erent approaches to building
a search engine. A straightforward approach is to
compare every database image to the query using
some dissimilarity function de�ned on pairs of im-
ages. Such a retrieval strategy will eventually be-
come too slow for interactive use as the number of
images in the database grows. A related approach is
to summarize image content by a point/vector in Rd

in such a way that the L2 distance between points
is a measure of image dissimilarity. A Euclidean-
space nearest-neighbor algorithm may then be used
to avoid brute force search. The problem with this
approach is that the dimension needed to capture
di�erences in image content is likely to be quite
high, perhaps even in the thousands, while current
linear-space nearest-neighbor algorithms are limited
in practice to maximum dimension dmax � 30 due
to \constant factors" which are exponential in the
dimension. Yet another idea is to cluster database
images so that when a query is far from a cluster
representative, it will be far from all other images in



the cluster. This allows the search to eliminate all
the images in a cluster by comparing the query to
only the cluster representative. This pruning strat-
egy can be made precise with the triangle inequality
when the dissimilarity function is a metric. Unfortu-
nately, the pruning power of the triangle inequality
decreases as the dimension increases. All the previ-
ously mentioned retrieval strategies are image-based

in the sense that direct comparisons are made be-
tween images using a dissimilarity function.

Our retrieval strategy is feature-based in the sense
that the similarity is determined by looping over the
features in the query and asking: Which database
images have features that are close to a given query
feature? The most similar database images are ones
that have many features which are close to query
features. We have traded one nearest-neighbor prob-
lem in a high-dimensional image space for many
nearest-neighbor problems in a low-dimensional fea-
ture space. The challenge is to �nd a small fea-
ture set of an image which captures the content the
image. This problem is even more di�cult when
the features are required to be invariant under some
transformation(s) of the underlying image.

Our feature extraction approach starts with an illus-
tration of the image. The illustration curves are pro-
jected onto a basis of basic shapes such as line seg-
ments, corners, circular arcs, etc.. More precisely, we
record what basic shapes �t where in the illustration
curves. This strategy was �rst suggested in [Cohen
and Guibas, 1996]. The projection step is discussed
further in section 2. An invariant set of geomet-
ric primitives (a.k.a. basic shapes) is then derived
from the projected illustration using geometric hash-

ing ([Lamdan and Wolfson, 1988]). The invariance
is with respect to a transformation of the projected
illustration. The geometric hashing step is the sub-
ject of section 3. De�ne the features of an image to
be the geometric primitives in its invariant projected
illustration. The �nal preprocessing step is to build
a nearest-neighbor search structure on the set of all
features of all database images. Section 4 is devoted
to the creation and use of the feature space nearest-
neighbor structure. Finally, we conclude in section 5
with some problems that need to be addressed in fu-
ture work.

The strategy outlined in this paper will be applied
to an example database of 500 chinese characters.
A small sample of images in this database is shown
in �gure 1. The collection of chinese characters is
an ideal database to test our ideas because there are
many patterns which occur throughout the database
at di�erent scales, locations, and orientations. Our

shape summary of a character is the medial axis of
the set of black pixels which de�ne the character.
The results shown in �gure 2 were computed using
algorithms and software described in [Ogniewicz and
K�ubler, 1995]. The character skeletons are a very
good one-dimensional summary of the characters.

2 Projecting an Illustration onto a
Basis of Basic Shapes

If an illustration is not created by a drawing pro-
gram with a palette of geometric primitives, then its
curves are likely to be polylines with a large number
of vertices. This is the respresentation for the me-
dial axes shown in �gure 2, as well as any illustration
produced by linking edgels. Higher level descrip-
tions of such curves will greatly simplify the indexing
process. Therefore, we project the illustration onto
a basis of basic shapes such as line segments and
circular arcs. The projected illustration is a union
of basic shapes which approximate the illustration
curves. The basis of basic shapes is chosen so that
as little information as possible is lost during pro-
jection. Di�erent databases may call for di�erent
bases.

There are many methods for �nding common ge-
ometric primitives in polylines. For example, the
segmentation algorithm in [Lowe, 1987] uses a split-
and-merge algorithm to divide an edgel chain into
straight segments. The FEX algorithm in [Etemadi,
1992] �nds straight segments and circular arcs, while
the algorithm in [Rosin and West, 1995] identi�es
straight segments, circular arcs, and elliptical arcs.
The algorithm in [Cohen and Guibas, 1997] locates
any pattern shape described as a polyline within an-
other polyline, allowing for a similarity transforma-
tion of the pattern.

There is a potential problem with separating the
curve extraction and curve projection steps. The al-
gorithmsmentioned above operate on one polyline at
a time with no regard for the union of polyline curves
as a whole. If a long straight line segment is part of
two di�erent polylines in the illustration, then it will
not be found. In the case when the underlying im-
age is a color or grayscale pixel image, one could use
an algorithm for �nding geometric primitives that
works directly on the pixel data.

The chinese character illustrations are well approxi-
mated using circular arcs and line segments, but we
simplify the medial axis pixel chains into line seg-
ments only. The results are shown in �gure 3. A
naive polyline simpli�cation algorithm was used to



Figure 1: A small sample of images in a database of 500 chinese characters. The images are bitmaps.

Figure 2: The shape summary of a chinese character bitmap is the medial axis of the set of black pixels
which de�ne the character. Here we show the summaries for the characters in �gure 1.

approximate the medial axis pixel chains by straight
segments. Consider the error in approximating the
polygonal chain between start vertex u and end ver-
tex w by the line segment uw connecting u and w. If
this error is within a given bound, then reset w to the
vertex right after w in the chain, and try the next
segment. If the error exceeds the given tolerance,
then approximate the chain from u to the vertex v

just before w by the line segment uv, reset the start
vertex u to v, and try to �nd a line segment approx-
imation starting from the new u. A reasonably high
error bound was used in order to segment the medial
axis chains into a small number line segments.

3 Accounting for Transformations
Using Geometric Hashing

As mentioned in the introduction, similarity of im-
ages is considered with respect to some given trans-
formation group G. Ideally, a transformation of the

underlying image will cause the same transformation
of the corresponding illustration and projected illus-
tration. We cannot directly compare two projected
illustrations to judge image similarity. Instead, we
derive an invariant feature set from the projected il-
lustration using geometric hashing. This technique
will produce the same feature set given projected
illustrations S and g(S), where g 2 G.

Geometric hashing is a method used to compare
two point sets under some transformation group.
Usually, the method is applied to �nite point sets
P = f p1; : : : ; pm g and Q = f q1; : : : ; qn g. We
illustrate the basic idea with the case of comparing
P and Q under the group of translations. Consider
the sets

Ii(P ) = f pk � pi : 1 � k � m; k 6= i g and

Ij(Q) = f ql � qj : 1 � l � n; l 6= j g:

Note that Ii(P ) and Ij(Q) are invariant under trans-
lation of P and Q, respectively. If translating the set



Figure 3: The chinese character illustrations are projected onto a basis with a line segment as the only basic
shape. Here we show the projections for the character illustrations in �gure 2.

P by qj � pi produces a good match between P and
Q, then the two sets Ii(P ) and Ij(Q) will match well.
The method can be made robust to missing data by
comparing the translation invariant sets

I(P ) =
m[
i=1

Ii(P ) and I(Q) =
n[

j=1

Ij(Q):

In words, each of the points of P is recorded in m�
1 di�erent coordinate systems. The ith coordinate
system has the same orientation and scale as the
coordinate system of P , but its origin is at the point
pi. To compare P to Q, we compare I(P ) to I(Q).
Note that the sizes jI(P )j = m(m � 1) = O(m2)
and jI(Q)j = n(n� 1) = O(n2) are quadratic in the
original set sizes.

The details for the translation case can be gener-
alized to other transformation groups. The general
idea is to use subsets of P as bases in which to record
all the other points in P . Ordered pairs of points
(pi; pj) de�ne the basis in the case of similarity trans-
formations. The segment ~pipj plays the role of the
unit interval e1 from (0; 0) to (1; 0) in recording the
other points of P with respect to (pi; pj). More pre-
cisely, let Tij be the transformation which maps ~pipj
to e1. Then recording the point pk with respect to
(pi; pj) means recording Tij(pk). The total number
of points in the invariant set I(P ) is O(m3) in this
case. For a�ne transformations, an ordered triple
(pi; pj; pk) de�nes the basis in which to record the
other points in P. If Tijk is the transformation that
maps (pi; pj; pk) to the vertices (0; 0), (0; 1), and
(1; 0) of the right triangle �1, then recording pl with
respect to (pi; pj; pk) means recording Tijk(pl). The
total number of points in the invariant set I(P ) is
O(m4) in this case.

The projected illustrations for our chinese character
database are sets of segments. Although we do not
have �nite point sets, we can still apply the idea of
geometric hashing to obtain a feature set which is
invariant to a similarity transformation of the pro-
jected illustration. This is done by allowing each
segment in the projected illustration P to play the
role of the unit interval e1. If P contains m seg-
ments, then we will have 2m di�erent coordinate
systems in which to record the segments in P (the
factor of two is from considering both orderings of
the segment endpoints). Therefore, using segment
endpoints as basis point pairs leads to an invariant
set I(P ) ofO(m2) segments. The set I(P ) consists of
m copies of P at varying scales, locations, and orien-
tations. The overlap that occurs among these copies
makes it very di�cult to see the individual copies.
A picture of some I(P ) from the chinese character
database is not very informative, and hence no �gure
is provided.

4 Searching the Database

The �nal preprocessing step is to build a nearest-
neighbor search structure on the feature space.
When a query is given, its features are extracted
in exactly the same manner as for the database im-
ages. For each query feature, we query the nearest-
neighbor search structure for the k nearest database
features to the query feature. Each time a database
image has a feature which is close to a query fea-
ture, its similarity score is increased. As the similar-
ity scores are updated, the R greatest image scores
(and corresponding images) are tracked. Once all
the query features have been processed, the R im-
ages with the highest similarity scores are returned.



An ideal situation for �nding nearest database fea-
tures is when the database features are points in a
low-dimensional space, and the the L2 distance be-
tween points measures feature dissimilarity. In this
case, a standard Euclidean-space nearest-neighbor
search strategy may by employed. The features
in the chinese character database are the line seg-
ments in the invariant projected illustration. What
is an appropriate distance measure between two line
segments? We might, for example, use the Haus-
dor� distance between two line segments. There
is work [Yianilos, 1993, Brin, 1995] on nearest-
neighbor searching in general metric spaces (i.e. us-
ing only the distance between two objects). Here
we opt for a simpler, ad hoc approach which em-
beds the segments as points in a four-dimensional
Euclidean space. A directed line segment is speci-
�ed by a quadruple

(l; �; a; b);

where l is length of the segment, � is the angle the
segment makes with the horizontal, and (a; b) is the
position of the �rst endpoint. Note that the units
of the components are di�erent, so it does not make
sense to use the L2 distance unless we �rst normal-
ize the components. Toward this end, we compute
the standard deviations �l, ��, �a, �b of the four
component values over a large sample of database
features. We use the L2 distance between the nor-
malized point features�

l

�l
;
�

��
;
a

�a
;
b

�b

�

as a measure of feature dissimilarity.

Our choice for a Euclidean nearest-neighbor search-
ing algorithm is due to Arya, Mount, et.al. in [Arya
et al., 1994]. The algorithm preprocesses a set
S � R

d of n points in O(n logn) time and O(n)
space, so that the k nearest neighbors to a given
query point q can be computed in O(k logn) time.
We apply the algorithm to �nd k nearest features
to a given query feature, where k = 32 (in this set-
ting, d = 4). If we let F denote the total number of
database features and fQ is the number of features
in the query Q, then our query time is O(fQ logF ).
For our 500 image database with the features ex-
tracted as previously described, a typical query takes
roughly one second on an SGI Indy. Some sample
queries are shown in �gure 4.

5 Some Problems for Future Work

Our feature-based algorithm uses a very one-way no-
tion of distance. A query and database image are

similar whenever the database image has many of
the same features as the query. There is no penalty
for extra information in a database image which
might cause it to look quite a bit di�erent from the
query. A possible solution to this problem involves
tagging each feature point with both the image and
basis points that produced it. This will allow us to
estimate the transformation which makes the query
match a particular database image, as well as the
fraction of unmatched arclength in the database im-
age.

Unfortunately, there is a more serious problem with
our overall approach. The similarity score depends
heavily on the segment decompositions of the pro-
jected illustrations { and these decompositions are
not canonical. A high similarity score will be ob-
tained i� there is a similarity transformation of Q
that makes many segments in Q match well many
segments in P , where two segments match well i�
both pairs of endpoints are close. This fact is due
to our use of pairs of segment endpoints as bases in
the geometric hashing step. In essence, we are judg-
ing the similarity of the representations of the pro-
jected illustrations instead of the projected illustra-
tions themselves. This representation problem will
be the subject of future research.

A third problem is that our geometric hashing strat-
egy produces too many features to index. If there are
m segments in a projected illustration, the invari-
ant projected illustration will have O(m2) segments.
This brute force approach is motivated by the fact
that we want to be able to match a subset of the
query to a subset of a database illustration without
making any a priori assumptions about features that
are likely to appear in both the database illustration
and a similar query illustration. Suppose, instead,
that we record segments only with respect to the c

longest segments in the set, where c is a small con-
stant. This strategy produces an invariant projected
illustration with onlyO(m) segments, but it assumes
that a long segment in a database image is likely to
appear as a long segment in a similar query. Thus,
the representation problem remains.
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Figure 4: Sample queries into the chinese character database. The left column shows the query image, while
the right column shows the results window. Each query takes about one second on an SGI Indy.


