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Comparison of protein structures can reveal distant evolutionary relationships that would not be detected by sequence information alone. This helps to infer functional properties. In recent years, many methods for pairwise protein structure alignment have been proposed and are now available on the World Wide Web. Although these methods have made it possible to compare all available protein structures, they also highlight the remaining difficulties in defining a reliable score for protein structure similarities.
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**Abbreviations**

3D three-dimensional
PDB Protein Data Bank
PSD protein structural distance
RMS root mean square
SSE secondary structure element

**Introduction: understanding protein structure is central to the post-genomic era**

Only 10 years ago, sequencing the whole genome of even a simple organism appeared to be a formidable task that would require several decades. Major progress in molecular biology, as well as the strong determination of individuals, and both private and public organizations, has made this process a reality. As of the end of the year 2000, more than 30 genomes have been fully sequenced, including yeast, Drosophila melanogaster and Caenorhabditis elegans. All the sequences of the corresponding genes are publicly accessible (see, for example, the NCBI site at ftp://ncbi.nlm.nih.gov/genbank/genomes). The full value of these sequence data will only be realized when all gene sequences are assigned their roles in the cell. As it is not feasible to study experimentally every protein in all genomes, the function and biological role of a newly sequenced protein is usually inferred from a characterized protein using sequence similarity and structural similarities that would not be detected by sequence information alone. This helps to infer functional properties. In recent years, many methods for pairwise protein structure alignment have been proposed and are now available on the World Wide Web. Although these methods have made it possible to compare all available protein structures, they also highlight the remaining difficulties in defining a reliable score for protein structure similarities.

All protein structures determined experimentally, either by X-ray crystallography or NMR spectroscopy, are deposited in a centralized resource, the Protein Data Bank (PDB) [2]. As of 5th December 2000, the PDB contains 13,861 structures of proteins, nucleic acids and protein–nucleic acid complexes. A striking feature derived from this wealth of data is that nearly all proteins have structural similarities to other proteins. Although these similarities may arise from general principles of physics and chemistry that limit the number of protein folds, they may also result from evolutionary relationships. Approaches that identify and examine these structural relationships have relied on the classification of proteins, using either structural information alone (CATH [3] and FSSP [4]) or a combination of structural and evolution information with a good deal of human expertise (SCOP [5]). In this paper, I will review recent progress in how structural similarities are identified.

**Protein structure alignment**

Any classification of a set of objects into clusters of similar objects requires a definition of similarity and dissimilarity. In the case of protein molecules, such a measure is provided by structural alignment. A structural comparison program needs to be automatic and fast; the latter criterion is crucial for large-scale all-against-all computer experiments required for clustering the protein structure space [6]. Though significant progress has been made over the past decade, a fast, reliable and convergent method for protein structural alignment is not yet available. Recent developments have focused both on the search algorithm and on defining the target function to be minimized, that is, a quantitative measure of the quality of an alignment.

The most direct approach to the comparison of two protein structures is to move the set of points representing one structure as a rigid body over the other, and look for equivalent residues. This can only be achieved for relatively similar structures and will fail to detect local similarities of structures sharing common substructures. To avoid this problem, the structures can be broken into fragments (usually secondary structure elements [SSEs]), but this can lead to situations in which the global alignment can be missed. Recent work has focused on combining the local and global criteria in a hierarchical approach. These methods proceed by first defining a list of equivalent positions in the two structures, from which a structural alignment can be derived. This initial equivalence set is defined by methods such as dynamic programming [7,8], comparison of distance matrices [9], fragment matching [10,11], geometric hashing [12,13], maximal common subgraph detection [14,15] and local geometry matching [16]. Optimization of this equivalence set is performed using dynamic programming [8,17,18,19], Monte Carlo algorithms or simulated
annealing [9], a genetic algorithm [20*] and incremental combinatorial extension of the optimal path [21].

Most of the methods for protein structure alignment quantify the quality of the alignment on the basis of geometric properties of the set of points representing the structures. Some of these methods compare the respective distance matrices of each structure, trying to match the corresponding intramolecular distances for selected aligned substructures [7,9,21,22]. Other methods compare the structures directly after superposition of aligned substructures, trying to match the positions of corresponding atoms [10,11,16,17,23]. Interestingly, there is no consensus on the definition of a match of distances or of atomic positions needed for either of these two schemes. When comparing two pairs of atoms between two structures, Taylor and Orengo [7] defined a distance or similarity score in the form $a/(D+b)$, where $D$ is the difference between the two intramolecular distances, and $a$ and $b$ are arbitrarily defined constant values. Holm and Sander [9] defined a similarity score as $(a-(D+D))/\exp(-D/\log b)$, where $<D>$ is the average of the two intramolecular distances. Rossmann and Argos [24], and Russell and Barton [25] used a score $\exp(-(D+a)^2)/\exp(-(S+a)^2)$, where $S$ takes into account local neighbors for each pair of atoms. As another example of a scoring scheme for minimizing intermolecular distances, Levitt and co-workers [17,18] defined a score $a/(1+R/b)^2$, where $R$ is the distance between a pair of corresponding atoms in the two structures. At this stage, there is no clear evidence as to which score performs best.

All the techniques cited above use geometry for the comparison, ignoring similarities in the environment of the residues. Suyama et al. [26] proposed another approach in which they ignored the 3D geometry altogether and compared structures on the basis of 3D profiles [27] alone, using dynamic programming. These profiles include information on solvent accessibility, hydrogen bonds, local secondary structure states and sidechain packing. Although this method is able to align two-domain proteins with different relative orientations of the two domains, it often generates inaccurate alignments [26]. Jung and Lee [28*] recently improved upon this method by iteratively refining the initial profile alignment using dynamic programming and 3D superposition. Their method, referred to as SHEBA, was found to be fast and as reliable as other alignment techniques (though it was only tested on a small number of protein pairs).

Kawabata and Nishikawa [29*] derived a novel scoring scheme for generating structural alignments based on the Markov transition model of evolution. The similarity score between two structures $i$ and $j$ is defined as $\log P(j \rightarrow i)/P(i)$, where $P(j \rightarrow i)$ is the probability that structure $j$ changes to structure $i$ during evolution, and $P(i)$ is the probability that structure $i$ appears by chance. The probabilities are estimated using a Markov transition model that is equivalent to the Dayhoff’s substitution model for amino acids. Three types of scores were considered: a score based on accessibility to solvent; a residue–residue distance score; and an SSE score. They show that their method recognizes more similarities between proteins known to be homologous than FSSP [4].

### Root mean square as a measure of protein similarity

Though most of the algorithms for protein structure alignments use scoring schemes that differ significantly from simply taking into account interatomic distances (see above), the root mean square (RMS) deviation remains the measure reported to describe the similarity between two proteins. Two different RMS values have been proposed, $cRMS$ and $dRMS$. Given two sets of coordinates, the $cRMS$ is the norm of the distance vector between the two sets, provided that they have been optimally superposed:

$$
cRMS = \left( \frac{1}{N} \sum_{i=1}^{N} \left( \|x(i) - y(i)\|^2 \right) \right)^{1/2}
$$

where $N$ is the number of atoms in the list of equivalence, and $x$ and $y$ are the coordinates of atom indexed $i$ in protein A and protein B, respectively.

The $dRMS$ measures the difference between the respective distance matrices of each structure:

$$
dRMS = \frac{1}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \left( d^A_{ij} - d^B_{ij} \right)^2
$$

where $d^A_{ij}$ and $d^B_{ij}$ are the distances between atoms $i$ and $j$ in molecules $A$ and $B$, respectively. Both $cRMS$ and $dRMS$ are based on the L2-norm (i.e. the Euclidian norm) and, as such, they suffer from the same drawback as the residual, $\chi^2$, in least-squares minimization: the presence of outliers introduces a bias in the search for an optimal fit and the final measure of the quality of the fit may be artificially poor because of the sole presence of these outliers. As a result, RMS is a useful measure of structural similarity only for closely related proteins [30]. Several other measures have therefore been proposed to circumvent these problems. In an attempt to provide a unified statistical framework for sequence comparison and structure comparison, Levitt and Gerstein [31] defined a structural similarity score $S_2$ that sums their scoring scheme for structural alignment (see above):

$$
S_2 = A \left( \sum_{i=1}^{N} \frac{1}{1 + \left( \|x(i) - y(i)\|^2 / B \right)^{Ngap/2}} \right) - Ngap/2
$$

$S_2$ was defined as a more reliable indicator of structure similarity than RMS because it depends most strongly on the best-fitting pairs of atoms (thereby removing the weights of outliers), whereas RMS gives equal weight to all pairs of
atoms. Interestingly, Lesk [32] recently proposed replacing the L2-norm in the RMS definition by the L∞ norm, also called the Chebyshev norm, yielding a new score:

\[ S_\infty = \max_{i \in \mathbb{Z}_N} \left\{ \left\| x(i) - y(i) \right\| \right\} \]  

(4)

\( S_\infty \) reports the worst-fitting pair of atoms (after optimal superposition of the two structures) and, as such, is even more sensitive to outliers than the RMS.

Yang and Honig [19•] defined a new protein structure similarity measure, the protein structural distance (PSD). PSD combines a secondary structural alignment score and the RMS deviation of topologically equivalent residue pairs. It thus incorporates the resolution power of both RMS for closely related structures and the secondary structure score for proteins that can be very different. By analyzing the PSD scores obtained from more than one and a half million pairs of proteins, Yang and Honig proposed that there is a continuous aspect of protein conformation space, in apparent disagreement with structural classification databases such as SCOP (Structural Classification Of Proteins [5]) and CATH (Class, Architecture, Topology and Homologous Superfamilies [3]).

May [33•] assessed 37 different protein structure similarity measures in terms of their robustness in generating robust and accurate clusters in a hierarchical classification of 24 protein families. Interestingly, it was found in this study that the sum of ranks of distances at aligned positions was a better measure than the direct sum of distances and that RMS computed over the subset of core-aligned positions performs better than normal RMS. Variations in the hierarchical classification of protein structures raise the question of the validity not only of the measure used for the clustering, but also of the hierarchical clustering itself.

The difficulty of defining a similarity score between protein structures is most probably a refection of the fact that the problem of structure comparison does not have a unique answer [34–36]. This could also reflect the fact that the problem is ill posed and that additional information is required to characterize a problem with a well-defined solution. For example, in fold recognition applications, predictors will focus on the well-conserved core region of the protein and pay less attention to the loop geometry. In such cases, it makes sense to define a similarity score that only includes atoms in the core.

**Similarity measures for protein structure prediction**

A quantitative measure of the similarities of protein structures is essential for a critical assessment of the quality of protein structure predictions, such as those generated for CASP (a community-wide experiment on the Critical Assessment of techniques for Protein Structure Prediction, organized in the form of a meeting held in alternating years at Asilomar, California). In the special case of comparing a predicted structure with the corresponding experimental structure, the equivalence list is known because the two sequences are identical, which reduces the complexity of the problem. On the other hand, each prediction may omit different residues and different parts of the structure may have different accuracies.

Hubbard [37•] solved the problem by generating a large number of superpositions and calculating the best RMS for each number of equivalent residues (not necessarily contiguous). The result is the RMS/coverage graph, which was used for the evaluation of predictions at CASP3. This plot can also be interpreted as defining the number of equivalent residues for a given RMS value (the Adam Zemla’s global distance test, GDT, used in CASP4).

**Defining recurrent local motifs in protein conformations**

Steric and chemical constraints reduce the number of viable conformations of amino acid residues within a protein [38]. Interestingly, these spatial limitations are not independent in consecutive residues along the protein sequence. For example, amino acids within a secondary structure element (α helix or β strand) have nearly identical local geometry. Even in the general case, the correlations between the geometries of consecutive residues are so strong that it should be possible to construct a small data bank of protein fragments that can be used as elementary building blocks to reconstruct virtually all native protein structures [39]. Databases of protein fragments have proved useful for protein structure reconstruction based on experimental data [40] and for homology modeling [41–45], as well as for *ab initio* protein structure prediction [46].

Several methods of classification of protein loops have been described [47–49]. Some of these procedures have been extended and applied to the problem of the automatic definition of recurrent local structural motifs [43,50–53,54•,55]. Basically, these methods first extract a large database of protein fragments (overlapping or not) and this database is subjected to a clustering algorithm. Though simple in concept, these procedures raise some challenges that require special attention. Firstly, similarities between overlapping fragments generate noise for the clustering algorithm. Secondly, clustering algorithms require a measure of similarity (S) that satisfies the triangular inequality (i.e. for three fragments A, B and C, S[A,B] ≤ S[A,C] + S[B,C]). Although this is the case for RMS, the latter might not be a good measure of protein structure similarity (see above). Finally, the question of defining the best fragment size to consider has not yet been solved. Despite these problems, Unget et al. [43] have shown that about 100 representative hexamers can be combined to cover 99% of the structures. Micheletti et al. [54•] have recently improved upon this initial study, showing that, with nonredundant libraries containing fragments of 4, 5 or 6 residues, they can fit a set of 10 proteins to within 1 Å.
The methods described above define contiguous structural motifs in proteins. Wako and Yamato [53] recently proposed a novel method to detect motifs that is free of this limitation. In their approach, the Delaunay tessellation is applied to the set of Cα atoms of the proteins. Each tetrahedron of the tessellation is given a code (i.e. a string of digits) based on properties of the tetrahedron and its neighbors. Tetrahedra with the same code are grouped into sets. The local structures in each set were found to be similar enough to represent a motif. Some of these motifs are parts of secondary structures and others are irregular.

Conclusions
Comparing two protein structures and giving a quantitative measure of their similarities remains an active area of development in structural biology, as demonstrated by the number and diversity of new methods for protein comparison that have recently been published. Most of these methods are fast enough to make full database searches possible. Furthermore, many groups involved in this research have generously made their programs available for use over the Internet and the World Wide Web. In some cases, the program itself is accessible for download, either as an executable or as a full source package (Table 1). These are wonderful tools and I do encourage the reader to test several of these sites.

Defining the similarities between two protein structures remains a difficult problem. The exponential increase of the size of the structural databases introduces new constraints in that methods developed for measuring structural similarities must be fast enough to allow full database searches. On the other hand, this is what makes this whole field both fascinating and essential for structural genomics, in that these databases contain a wealth of information that still needs to be unraveled.


This paper describes a new measure of protein structural similarity, the protein structural distance (PSD). PSD includes both a secondary structure alignment score and RMS. Using PSD scores computed over more than one and a half million pairs of protein structures, Yang and Honig show that there is a continuous aspect of protein conformation space.


This paper describes a new method for protein structure alignment based on a genetic algorithm.


A new hierarchical protein structure alignment method is described. An initial alignment is derived by comparing the environmental profiles of the two proteins, without consideration of their 3D structures. This alignment is then iteratively refined, in which new alignments are found by 3D superposition of the structures.


This paper describes a new score to evaluate protein structure similarity. Transition probabilities P(i|j) between two structures i and j are evaluated using the Markov transition model, which is similar to the Dayhoff’s substitution model. These probabilities are used to derive a similarity score between two structures i and j as log P(i|j)-P(i), where P(i|j) is the probability that structure i appears by chance. A structure comparison program was developed based on this score and this program was found to recognize more homologous similarity than DALI. Unfortunately, this program is not publicly available.


Protein structure similarity measures are assessed in terms of the robustness of the resulting trees generated by hierarchical clustering of 24 known protein families. This paper emphasizes the problems of RMS as a measure of similarities and, more generally, the need to assess the applicability of hierarchical clustering to structural data.


Structure comparison is an essential part of the assessment of protein structure prediction. This paper describes a new method for that specific problem, in which the results of a large number of supereisons of sets of residues in the prediction and in the experimental structures (not necessarily contiguous) are presented graphically, in the so-called RMS/coverage graphs. These graphs have proven very valuable for assessing the results of CASP3.


The goal of the study described in this paper is to provide minimal sets of protein oligomers (termed 'oligons') that are able to represent any protein. It is shown that meaningful classifications of protein fragments cannot be done for lengths greater than six or less than four residues. On the other hand, a few dozen oligons of four, five or six residues can be used to reproduce any protein. The libraries of oligons are available at http://www.sissa.it/~michelet/prot/repsset.


This paper describes a suite of programs available on the World Wide Web for protein structure comparison. The comparison is performed by fragment matching between the two proteins. These programs include options for database processing via Internet-based and Web-based servers.