Fast Synthetic Vision, Memory, and Learning Models for Virtual Humans

1. Purpose


- Simple and efficient method of modeling synthetic vision, memory, and learning 



for autonomous animated characters in real-time

- Quickly create collision-free motion from navigation goals in a dynamic environment

2. Introduction


- Viewed as problem of controlling a virtual robot w/ virtual sensors


- Combine path planner, path-following controller, cyclic motion capture data



- controller synthesizes motion



- goal can be user-specified or predefined



- rendering hardware used to simulate visual perception of character

- Record of perceived objects and their state is kept – character creates motion based on its own internal model of the world

3. Related Work


- Traditionally divided between real-time and off-line animation



- faster hardware –> can apply off-line algorithms to real-time



situations


- Virtual perception



- Realistically model information flow from environment to character




- Not omni-directional view, sensory information from one direction

4. Synthetic Vision


- Purpose: determine what is visible to character at some time


- Requirements: fast, simple, efficient, able to handle changing environments

- Render unlit model of scene from character's POV, use unique color for each object (or object part, e.g. wall) 


- Rendering operation – can exploit techniques to speed up rendering


- Check what is visible by rendering off-screen from character's POV 


using unique color ID, image pixels are scanned and list of visible 


objects created using pixel color information

- Observations made by combining list of visible objects w/ object's location

- Observations stored in character's memory model and navigation path computed

5. Internal Representation and Memory


- As said before, each character maintains internal model of world as it explores.


- How represented? Object geometry stored in environment and list of object


IDs and their most-recently observed states. Fast because object information is 


obtained directly from environment.


- Character updates internal model of world w/ each object's recently observed 


state



- Previously unobserved objects are added to the list, rest are updated



- Previously observed and no longer visible objects are stored w/ last



known state



- "Spatial memory"

6.  Perception-Based Navigation

- Using sensing and memory model, character can explore in real-time unknown environments and build up memory

- Basic Algorithm


- Set O of all objects in world


- Character has set M of observations - visual memory of O



- Object ID



- Properties - characteristics - door example - can be rotated, 


open or closed, locked, etc. 



- 3D Transformation of the object - position and orientation



- Linear and angular velocities



- Time observation was made


- M initially empty, at regular intervals updated



- After pixels scanned, returns set V - object IDs of all currently



visible objects




- Either added or updated (not in M, not in M)


- After M updated, path planned based only on objects in M



- M and path updated as path followed

- Problem of dynamic environments - knowing when an object has moved

or disappeared

a. Observes object o at transformation T, o moves to location T' and observed again, state information updated to reflect new location


b. o at T, o moves to T', old location of o observed before new location,


previous location of o should be deleted

- How do you know when an object is missing, or just obscured?


- Run vision module again after M has been updated using only the 


objects in M, along with their transformations


- Get back Vm – set of objects character expects to see. X = Vm - V, set


of all objects in Vm, but not in V. X – objects character concludes have


disappeared or moved, but new locations unknown

7. Learning and Forgetting


- Many modifications possible on basic model


- Temporal model - old observations periodically deleted


- Deleting only some old observations - don't delete nonmoving, delete moving


- Different memory rules for different objects - logical or deductive model since 


updating involves following logical rules


- Maze example

8. Results


- User can move goals and/or obstacles 

9. Conclusions


- Simple, fast, efficient


- Bottlenecks at synthetic vision module (double rendering)


- Research using mutiple actors

